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Abstract. We present a new data collection cost system that provides programmers with feedback about the impact data collection is having on their application. We allow programmers to define the level of perturbation their application can tolerate and then we regulate the amount of instrumentation to ensure that threshold is not exceeded. Our approach is unique in that the type of data gathered remains constant; instead we regulate when it is collected. This permits programmers to trade speed of isolation of a performance problem for less application perturbation. We implemented this cost system in the Parodyn Performance Tools and present case studies demonstrating the accuracy of the cost system.

1 Introduction

We present a new way to manage the perturbation caused by software data collection. Our approach is based on an instrumentation cost system that ensures that data collection and analysis can be accomplished while controlling the performance overhead of the instrumentation. The unique feature of our approach is that it lets the programmer see and control the overhead introduced by monitoring rather than simply being subjected to it.

The best way to handle instrumentation overhead is to avoid introducing it in the first place. In a previous paper [4], we described a new approach to performance monitoring called Dynamic Instrumentation. Dynamic Instrumentation delays instrumenting an application until it is in execution, permitting dynamic insertion and alteration of the instrumentation during program execution. Enabling instrumentation only when it is needed greatly reduces the amount of data collected, and thus the overhead due to the instrumentation system.

We have developed an instrumentation cost system to ensure that data collection and analysis does not excessively alter the performance of the application being studied. The system associates a cost with different resources. Possible resources include processors, interconnection networks, disks, and data analysis workstations. The cost system is divided into two parts: predicted cost and
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observed cost. Predicted cost is computed when an instrumentation request is received, and observed cost while the instrumentation is enabled.

By computing the predicted cost of instrumentation before data collection starts, it is possible to decide if the requested data is worth the cost of collection. This predictive information can be used as feedback to reduce or defer an instrumentation request. Our higher-level performance analysis tools use the cost prediction to control how aggressively they instrument a program in search of performance bottlenecks. In many cases, control of instrumentation overhead permits our tools to more quickly isolate a performance problem (see Section 6).

Although predicting the cost of data collection prior to instrumentation execution provides useful data, it is important to make sure that the actual cost of data collection matches the predicted cost. The observed cost tracks the impact the currently enabled instrumentation has on the application. To be useful, our observed cost system needs to be both cheap to compute and accurately reflect the true impact of data collection. If the observed cost exceeds predefined limits, feedback is provided to the user or higher-level tool; this feedback allows us to dynamically maintain (approximately) a fixed level of instrumentation overhead.

2 Dynamic Instrumentation and $W^3$ Search Model

Our recent work in performance monitoring tools has focused on two areas. First, how can we efficiently collect performance data for large, long running applications? Second, how can we help programmers to understand the source of their performance problems rather than providing them raw performance data.

Our approach, called Dynamic Instrumentation, defers instrumenting the program until it is in execution. This approach permits dynamic insertion and alteration of the instrumentation during program execution. At any time during a program's execution, a consumer of performance data can start collecting a metric for a particular combination of resources. To satisfy this request, instrumentation code is generated and inserted into the program. When performance data is no longer required, its instrumentation code is removed from the program.

Dynamic instrumentation is designed to be usable for a variety of high level tools, and so it has a simple interface. The interface is based on two abstractions: resources and metrics. Resources are the objects about which we gather performance information. Resources include processors, interconnection networks, processes, procedures, and synchronization objects. Metrics are time varying functions that characterize a program's performance; they can be computed for any subset of the resources in the system. For example, CPU time can be computed for a single procedure executing on one processor or for the entire application.

We have also been investigating how to help programmers interpret the collected performance data. The $W^3$ Search Model[6] is a structured methodology for programmers to quickly and precisely isolate a performance problem without having to examine a large amount of extraneous information. It is based on answering three separate questions: why is the application performing poorly, where is the bottleneck, and when does the problem occur. By iteratively refining the