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Abstract With the advent of multi-core technology, inexpensive large-scale paral-
lel platforms are now widely available. While this presents new opportunities for
the EDA community, traditional transistor-level, SPICE-style circuit simulation has
unique parallel simulation challenges. Here the Xyce Parallel Circuit Simulator is
described, which has been designed from the “from-the-ground-up” to be distributed
memory-parallel. Xyce has demonstrated scalable circuit simulation on hundreds of
processors, but doing so required a comprehensive parallel strategy. This included
the development of new solver technologies, including novel preconditioned itera-
tive solvers, as well as attention to other aspects of the simulation such as parallel
file I/O, and efficient load balancing of device evaluations and linear systems. Xyce
relies primarily upon a message-passing (MPI-based) implementation, but optimal
scalability on multi-core platforms can require a combination of message-passing
and threading. To accommodate future parallel platforms, software abstractions al-
lowing adaptation to other parallel paradigms are part of the Xyce design.
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1 Introduction

At modern technology nodes, analog style SPICE-accurate simulation can be a sig-
nificant (and prohibitive) development bottleneck. Traditional circuit simulation,
originally made popular by the Berkeley SPICE program [26], does not scale well
beyond tens of thousands of unknowns, due to the use of direct matrix solver meth-
ods.

A number of algorithms for Fast-SPICE tools have been developed which allow
for faster, larger-scale circuit simulation. Often based on circuit-level partitioning
algorithms [1, 3, 27, 34], such tools can be applied to much larger problems, but
the approximations inherent to such algorithms can break down under some cir-
cumstances. In particular, for state-of-the-art modern VLSI design, high levels of
integration between functional modules and interconnects are subject to prohibitive
parasitic effects, and can render such tools unreliable.

Recent development of inexpensive computer clusters, as well as multi-core tech-
nology, has resulted in significant interest for efficient parallel circuit simulation.
Parallel “true-SPICE” circuit simulation has been investigated previously, including
Frolich [13], who relied on a multi-level Newton approach in the Titan simulator;
Basermann [8], who used a Schur-complement based preconditioner; and Peng et
al. [28] used a domain decomposition approach and relied on a combination of di-
rect and iterative solvers. Recently, interest has developed around parallel SPICE
acceleration using graphical processing units (GPUs) [15].

Parallel circuit simulation requires integration of large and small scale paral-
lelism throughout the entire circuit simulation flow. In this paper, parallel algorithms
for circuit simulation, and their implementation in a production simulator, Xyce, are
discussed. Xyce [4] is a simulator designed “from-the-ground-up” to be distributed
memory-parallel, and is targeted at a spectrum of parallel platforms, from high-end
supercomputers, to large clusters, to multi-core desktops. It relies primarily upon a
message-passing implementation (MPI) [14], but optimal scalability on multi-core
technology can require combined message-passing and threading. Xyce uses soft-
ware abstractions that allow the simulator to adapt to other parallel paradigms.

2 Background

Circuit simulation adheres to a general flow, as shown in Fig. 1. The circuit, de-
scribed in a netlist file, is transformed via modified nodal analysis (MNA) into a set
of nonlinear differential algebraic equations (DAEs)
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where x(t) € RY is the vector of circuit unknowns, g and f are functions represent-

ing the dynamic and static circuit elements (respectively), and b(¢) € R is the input



