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Abstract.

King and Kioustelidis independently proposed a derivative free scheme that permits root finding methods, such as the secant method to preserve high order convergence when the root in question is multiple. In this note it is shown that the scheme can fail to achieve the maximum accuracy that is attainable at a fixed precision of computation.

The problem treated in this note is to find a root of the equation \( f(x) = 0 \), where \( f \) is a real valued function of a real variable. For simplicity we shall assume that \( f \) has a sufficient number of continuous derivatives for the purposes at hand.

There are any number of iterations, such as Newton's method or the secant method, that converge to a zero \( x^* \) of \( f \) from sufficiently near starting points. If \( x^* \) is a simple zero of \( f \), i.e. if \( f'(x^*) \neq 0 \), then many of these iterations converge superlinearly; however, if \( x^* \) is a multiple zero, the convergence is usually linear and can be quite slow. One way of circumventing this difficulty, an approach which goes back at least to Schröder [3], is to replace \( f \) by a function \( g \) that is constructed from \( f \) in such a way that \( x^* \) is a simple zero of \( g \). A classical choice is \( g = f/f' \). Recently King [1] and Kioustelidis [2] have proposed the function

\[
(1) \quad g(x) = \frac{[f(x)]^2}{f[x+f(x)]-f(x)},
\]

where \( g \) and its derivatives are defined at \( x^* \) by continuity. It is easy to show that if \( x^* \) is a zero of multiplicity \( p \) of \( f \) then \( g(x^*) = 0 \) and \( g'(x^*) = 1/p \), so that \( x^* \) is indeed a simple zero of \( g \).

This technique is appealing when it is used with a method like the secant method, which does not require derivatives; at the cost of one extra function evaluation per iteration it promises rapid convergence, free from considerations of multiplicity. However, it is important to realize that the technique has a hidden cost. When \( f \) is evaluated with error, an iteration based on it will not get as near the zero as a more conventional method. It is the purpose of this note to show why this is so.
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The general situation is adequately illustrated by the function $f(x) = cx^p$, which has a zero of multiplicity $p$ at zero. Suppose that in practice we cannot evaluate $f(x)$ exactly but instead must work with a perturbed value

$$\tilde{f}(x) = f(x) + e(x),$$

where the error function $e(x)$ satisfies $|e(x)| \leq \varepsilon$. Now in the interval

$$[-(\varepsilon/c)^{1/p}, (\varepsilon/c)^{1/p}]$$

the value of $|f(x)|$ is not greater than $\varepsilon$. Hence the value of $\tilde{f}$ may be positive or negative at any point in the interval; i.e. any point in (2) is a potential zero. Wilkinson [4] has shown that if $e(x)$ is noisy, as it will be when it is due to rounding error, then an iterative method like Newton's method or the secant method will converge until it gets into the interval (2), after which it will behave erratically.

The same considerations apply to the function $g$; however, we must now consider not only how accurately $f$ is evaluated but also how accurately the denominator in (1) is evaluated. Even if the first function evaluation is done without error, we have for this denominator

$$\tilde{f}(x+f(x))-f(x) = c[x + cx^p]^p - cx^p + e[x + f(x)]$$

$$= c^2 x^{2p-1} \left[ p + \frac{p(p-1)}{2} x^{p-1} + \ldots \right] + e[x + f(x)].$$

As $x$ approaches zero, the true value of the denominator becomes effectively $c^2 x^{2p-1}$, and this must be larger than $\varepsilon$ to insure that it is at all accurate. In other words one should not expect further convergence once the interval

$$[-(\varepsilon/c^2)^{1/(2p-1)}, (\varepsilon/c^2)^{1/(2p-1)}]$$

has been entered. For fixed $c$ and sufficiently small $\varepsilon$, the interval (3) is always larger than (2).

A numerical experiment, performed on a Texas Instruments Programmable 59 calculator, will illustrate the above considerations. The function $f$ was taken to be

$$f(x) = (x-1)^3 = x^3 - 3x^2 + 3x - 1,$$

which has a triple zero at one. Since the TI 59 carries thirteen decimal digits in its computations, if Horner's method is used to evaluate $f$ near one, we may expect an error on the order of $10^{-13}$. Taking $\varepsilon = 10^{-13}$ and $c = 1$, we get for the interval (2) (appropriately translated)

$$1 + [-0.000046, +0.000046],$$

and for (3)

$$1 + [-0.0025, +0.0025].$$

The first interval is significantly smaller than the second.