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Abstract In the context of Petri nets, we propose an automated construction of a progress measure which is an important pre-requisite for a state space reduction technique called the sweep-line method. Our construction is based on linear-algebraic techniques concerning the transition vectors of the Petri net under consideration. We further discuss the possible combination of the sweep-line method with other state space reduction techniques (partial order reduction, the symmetry method).
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1 Introduction

The sweep-line method [1] is a recently proposed reduction technique for explicit state space verification. Using this method, it is possible to verify reachability properties of finite state systems.

In its basic shape, it deletes previously constructed states that cannot serve as successors of states not yet explored. The key concept for this method is a so-called progress measure that assigns values to states which are non-decreasing w.r.t. the successor state relation. The sweep-line method was later generalized such that progress measures can be used which are non-monotonic w.r.t. the successor relation. In that case, states that have a predecessor with larger progress value are stored permanently. Thus, a good non-monotonic progress measure should be designed such that value decrease by transition occurrence happens as seldom as possible. In the original papers, [2, 3], it is left to the user to provide a progress measure, assuming that the user knows about some concept of progress in the modeled system.

We propose an automated generation of a progress measure for the generalized sweep-line method. It works for place/transition Petri nets, where convenient concepts for describing progress measures cannot be found within the formalism itself (in contrast to high-level nets where the language of annotations to the net can be used to formulate progress measures).

Our progress measure is not necessarily monotonous. We derive the measure from an analysis of the system’s transition vectors, and their linear dependencies. We arrive at an incremental progress measure. That is, we can assign to each transition a fixed value such that the progress value of a successor state differs from the original state exactly by the value assigned to the fired transition. One advantage of this kind of progress measure is that, on occurrence of a transition, the progress value of the successor state can be computed by addition of an offset to the progress value of the predecessor, that is, in constant time. Moreover, so-called regress transitions—transitions that decrease the progress value—can be identified statically.

We start with a brief description of the sweep-line method, and continue with some basics about the linear algebra of Petri nets. Then, we present our proposal to the definition of a progress measure. Finally, we discuss the combination of the sweep-line method with well-known state space reduction techniques such as partial order reduction or symmetry reduction.

2 The sweep-line method

First, we sketch the basic sweep-line method [2]. At any snapshot during explicit state space exploration, we can distinguish three kinds of states. We have states already seen, and states not yet seen. Among the states already seen there are those where all enabled transitions have already been explored, and those where some successors have not yet been explored. The last kind of states is called the front.
Assume we assigned a progress value\(^1\) \(p(s)\) to each state \(s\) such that for all transitions \(t, s \xrightarrow{t} t's'\) implies \(p(s) \leq p(s')\). Obviously, all states still to be tested for presence in the state space are (transitive) successors of states in the front and have therefore a progress value greater or equal to the minimum progress value among the front states. Consequently, states with smaller progress values than the minimum progress value appearing in the front can be safely removed from the state space. This is exactly the reduction the sweep-line method aims at. As the front evolves forward, more and more states can be removed, leading to the intuition of a sweep line following the front of state space exploration and removing every state behind it (cf. Fig. 1). For being able to remove as many states as possible, and as early as possible, a search strategy is recommendable where front states are explored in ascending order of their progress values. In contrast, depth-first search is not recommendable as the initial state is the last one to leave the front thus making it impossible for the sweep line to proceed forward.

For the generalized sweep-line method \([3]\), the monotony condition for the progress measure is dropped. Thus, the method works, at least in principle, with any assignment \(p\) of progress values to states. Now, there can be situations where a transition leads to a state with smaller progress value. Such a pair of states is called a regress edge in the state space.

The generalized sweep-line method complements the basic method with the following twist. Whenever a regress edge occurs during a run (as in the basic method), the target state of that edge (the state with smaller progress value) is stored and marked persistent. That is, it will never be removed subsequently. It is, however, not explored immediately. Due to the removal of states behind the sweep line, we cannot be sure whether or not we have already seen that state. Thus, after having finished one state space exploration, we start another state space exploration with all states recently marked persistent as initial front. This exploration possibly re-explores parts of the state space, and can lead to further persistent states that need to be explored subsequently. It can, however, be shown that, for a finite-state system, every reachable state is visited at least once, so simple reachability queries can be verified using the method. Furthermore, the number of iterations until no additional persistent states are discovered, tends to be small.

### 3 Definitions

We use the notation \([P, T, F, W, m_0]\) for Petri nets, with the two finite and disjoint sets \(P\) (places) and \(T\) (transitions), the relation \(F \subseteq (P \times T) \cup (T \times P)\) (arcs), the assignment \(W : F \rightarrow \mathbb{N} \setminus \{0\}\) (arc weights) and the initial marking \(m_0\), where a marking is a mapping \(m : P \rightarrow \mathbb{N} \cup \{0\}\).

We extend \(W\) to \((P \times T) \cup (T \times P)\) by setting \(W(x, y) = 0\) for \([x, y] \notin F\).

For a transition \(t\), place vector \(\Delta t\) is defined by \(\Delta t(p) = W(t, p) - W(p, t)\). Transition \(t\) is enabled at a marking \(m\) iff, for all \(p \in P, m(p) \geq W(p, t)\). If \(t\) is enabled at \(m\), \(t\) can fire at \(m\) leading to the successor state \(m' = m + \Delta t\) (notation: \(m \xrightarrow{t} tm'\)). The reachability relation \(\xrightarrow{t}\) is extended to transition sequences in the canonic way, \(m \xrightarrow{t_1} \cdots \xrightarrow{t_n} m'\) denotes reachability of \(m'\) from \(m\) by any finite transition sequence.

The incidence matrix \(C\) is a matrix with \(P\) as row index set and \(T\) as column index set, where for all transitions \(t\), the corresponding column in \(C\) is equal to \(\Delta t\). A transition invariant is an integer solution to the system \(C \cdot x = 0\) where \(x\) is a transition indexed vector of unknowns, and \(0\) is the place indexed vector of zeros.

Let \(m \xrightarrow{t_1} \cdots \xrightarrow{t_n} m'\). By definition, we have \(m' = m + \Delta t_1 + \cdots + \Delta t_n\). This equation can be rewritten to \(m' = m + C \cdot \Psi(t_1, \ldots, t_n)\) with \(\Psi\) being a vector with index set \(T\) where the entry for \(t\) is equal to the number of occurrences of \(t\) in \(t_1, \ldots, t_n\) (in the sequel called the count vector of the sequence). Equation \(m' = m + C \cdot \Psi(t_1, \ldots, t_n)\) is called the state equation for Petri nets.

A vector \(v\) is linearly dependent on a set \(\{v_1, \ldots, v_n\}\) of vectors if there are (rational) numbers \(\lambda_1, \ldots, \lambda_n\) such that \(v = \lambda_1 \cdot v_1 + \cdots + \lambda_n \cdot v_n\). A set of vectors is linearly independent iff none of its members is linearly dependent on the set of remaining members. For a matrix \(C\), its rank \(r(C)\) is defined as the size of the largest set of linearly independent columns of \(C\).

### 4 Progress measures

**Definition 1** (Progress measure) A progress measure is a mapping \(p : \mathbb{N}^P \rightarrow A\), where \(A\) is an arbitrary set with a partial order \(\leq\).

**Definition 2** (Regress edge) If, for markings \(m, m'\), and a transition \(t, m \xrightarrow{t} tm'\) and \(p(m) \leq p(m')\), \([m.m']\) is called a regress edge.

**Definition 3** (Monotonous progress measure) A progress measure is monotonous if there are no regress edges between any two reachable markings.

---

\(^1\) In general, progress values can be members of any partially ordered set. For this paper, however, it is sufficient to view progress values as integer numbers. \(p\) is not necessarily injective.